a) The number of documents, words and unique words in training matrix A, testing matrix B and the union of A and B were computed correspondingly in the table below.

|  |  |  |  |
| --- | --- | --- | --- |
| Number of documents, words and unique words in the matrix of A and B | | | |
|  | Documents | Words | Unique words |
| A | 2000 | 271898 | 6892 |
| B | 1430 | 195816 | 6870 |
| Union of A and B | 3430 | 467714 | 6906 |

|  |  |  |
| --- | --- | --- |
| %Training matrix A  %Counts for number of documents  dA = size(unique(A(:,1),'rows'),1);  %Counts for number of words  wA = sum(A(:,3));  %Counts for number of unique words  uwA = size(unique(A(:,2),'rows'),1); | %Testing matrix B  %Counts for number of documents  dB = size(unique(B(:,1),'rows'),1);  %Counts for number of words  wB = sum(B(:,3));  %Counts for number of unique words  uwB = size(unique(B(:,2),'rows'),1); | %The union of matrix A and B  C = union(A,B,'rows');  %Counts for number of documents  dC = size(unique(C(:,1),'rows'),1);  %Counts for number of words  wC = sum(C(:,3));  %Counts for number of unique words  uwC = size(unique(C(:,2),'rows'),1); |

b&c) The 20 largest probability words were illustrated in the histogram below by computing maximum likelihood multinomial over words in training matrix A. The strategy is to find the number of occurrence of unique words in A. Then the maximum likelihood multinomial probability over each unique word can be calculated by computing the division between the number of occurrence of each unique word and the total number of non-unique words in training matrix A. It appears that “bush” is the largest probability item and document A is probably associated with the American politics based on the 20 largest words.![](data:image/png;base64,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)

|  |  |
| --- | --- |
| N = size(A,1); % Row size of matrix A  v = size(V,1); % Row size of matrix V  p = zeros(v,2); % Unique word ID and occurrence  for i = 1:v %In the loop of matrix p  for j = 1:N  if i == A(j,2) %If A(j,2) match unique word ID  p(i,1) = A(j,2); % Unique word ID  p(i,2) = p(i,2)+A(j,3);%Number of occurrence  end  end  end | su = sum(p(:,2)); %Total number of occurrence  b = p(:,2)./su; %Multinomial over unique words  [kk, s] = sort(b, 'descend'); %Sorting  kk = b(s,:); %s is the array index  barh(kk(1:20)) %Histogram of 20 Largest words  set(gca,'YTickLabel',V(s),'Ytick',1:20)  axis([0 0.015 0.005 20+0.005]) |

According to the model from part b, the test set probability is negative infinity. This is because given a training multinomial probability distribution in A, the probability of observing an unique word occurrence vector is zero if the test set B contains a word, which is not contained in the training set A, indicating it is impossible to observe an unique word outcome in the test set given a number of independent trials if it is not included in the training multinomial distribution in A.

d) Bayesian inference was implemented by using a symmetric Dirichlet prior with a concentration ratio of 0.1 on the word probability. However, it does not affect word probability too much and the 20 largest probability words remain unchanged in the histogram. The expression of the predictive distribution for a symmetric Dirichlet prior with a concentration is given by the following equation where ci is the number of occurrence of each unique word.

Symmetric Dirichlet distributions are used here when this Dirichlet prior is called for multinomial distribution since there is no prior knowledge favoring one unique word over another. indicates a sparse distribution which illustrates the probability of most of the unique words within data set will be close to 0 while the vast majority of the occurrence will be concentrated in a few unique words. It can be verified by the histogram shown in part b. The central commands are roughly the same apart from incremented value of concentration ratio for each word counts.

e) The log probability and per-word perplexity for the test document with ID 2001 are computed below.

|  |  |
| --- | --- |
| Log probability | Per-word perplexity |
| -3.6912e+03 | 4.3990e+03 |

The two results above were acquired by firstly extracting the unique words with document ID 2001 in B. Then the counts of each unique word, which appears in B, were computed in A by using the symmetric Dirichlet prior shown in part d. Finally, the log probability was calculated by summing up the multiplication between the counts of each unique word and log(). The combinatorial factor was not used when we tried to calculate the log probability for the document with ID 2001. This is because although we have different possible word combinations in a sentence or document, there are only few combinations, which actually make sense in terms of context. For instance, we might switch the names of people in the sentence. However, compared with the majority of possibilities, meaningful combinations still remain extremely little.

|  |  |
| --- | --- |
| dB = size(unique(B(:,1),'rows'),1); dA = size(unique(A(:,2),'rows'),1);  SumB = sum(B(:,3)); SumA = sum(A(:,3));  N = size(B,1); M = size(A,1); alpha = 0.1;  unique\_word\_A = zeros(max(A(:,2)),1);  for i = 1:M%-----Find unique word in A-------%  unique\_word\_A(A(i,2)) = unique\_word\_A(A(i,2))+A(i,3);  end  %-----Extract document with ID 2001 out------%  for i = 1:N  if B(i,1)==2001  doc\_2001(i,1)=B(i,1);  doc\_2001(i,2)=B(i,2);  doc\_2001(i,3)=B(i,3);  else  break  end  end | Sum\_doc = sum(doc\_2001(:,3));%Sum occurrence in doc\_2001  Size\_doc = size(doc\_2001(:,3),1);    %------Calculate Pi probability--------------%  sigma=alpha\*dA+SumA;  Pi=(alpha+unique\_word\_A)./sigma;    %------Compute the sum of log probability----%  Sum\_Pi=0;  for i = 1:Size\_doc  Sum\_Pi=Sum\_Pi+doc\_2001(i,3)\*log(Pi(doc\_2001(i,2)));  end    Log\_probability = Sum\_Pi  Perplexity\_2001=exp(-Log\_probability/Sum\_doc) |

|  |  |
| --- | --- |
| Log probability | Per-word perplexity |
| -1.5380e+06 | 2.5764e+03 |

However, when computing the log probability and perplexity, we need to use the multinomial with combinatorial factor because the order of documents will not affect context. Moreover, since we have 1430 unique documents in B, so the combinatorial factor is 12.

|  |  |
| --- | --- |
| %------find unique word in B  unique\_word\_B=zeros(max(B(:,2)),1);  for i=1:N  unique\_word\_B(B(i,2))=unique\_word\_B(B(i,2))+B(i,3);  end  % Sigma of counts times log().  Size\_B=size(unique\_word\_B,1);  Sum\_Pi\_B=0;  for i = 1:Size\_B  Sum\_Pi\_B=Sum\_Pi\_B+unique\_word\_B(i)\*log(Pi(i));  end | %------Combinatorial factor-------%  unique\_doc\_B=size(unique(B(:,1),'rows'),1);  factor=0;  for i=1:unique\_doc\_B  factor=factor+log(i);  end    Log\_probability = Sum\_Pi\_B+factor  Perplexity=exp(-Log\_probability/SumB) |

f) The log probability and perplexity of a uniform multinomial over all documents in B are shown below. It turns out that perplexity is equal to the number of unique words in B, which is much larger than the two values calculated in the previous part. This is because perplexity corresponds to the uncertainty associated with the number of unique word outcome in text modeling. Furthermore, the probabilities of in the uniform multinomial are the same so each unique word outcome is independent with others and also we do not need to consider combinatorial factor in this case due to the equal probability. However, in the previous part, the multinomial distribution was computed by considering counts of each unique word and total counts in B, which meant there were correlations between each probability so the uncertainty would decrease in terms of the perplexity over all documents in B. In addition, due to , it indicates a sparse distribution, which means the model is certain on the unique word outcome. As for the test document with ID 2001, since we only consider only a small amount of unique words in B so uncertainty is larger than perplexity over all documents in B while it is smaller than the maximum perplexity of 6870 in this part.

|  |  |
| --- | --- |
| Log probability | Per-word perplexity |
| -1.7300e+06 | 6.8700e+03 |

|  |  |
| --- | --- |
| uwB = size(unique(B(:,2),'rows'),1);  unique\_word\_B=zeros(max(B(:,2)),1);  SizeB=size(unique\_word\_B,1);  SumB=sum(B(:,3));  N=size(B,1);  %Compute unique words in B  for i = 1:N  unique\_word\_B(B(i,2))=unique\_word\_B(B(i,2))+B(i,3);  end | %The probability of is 1/uwB for uniform distribution  %Compute log probability and perplexity  for i = 1:SizeB  total=total+unique\_word\_B(i)\*log(1/uwB);  end    log\_probability = total  perplexity = exp(-log\_probability/SumB) |

g) The evolution of the mixing proportions versus the number of Gibbs sweeps up to 10 and 40 iterations is demonstrated in the graph below. The perplexity for the final state reached after 10 Gibbs sweeps is 2.1285e+03, which is lower than the ones acquired from part e and f. This is because all documents are modeled by the global word frequency distribution in e and f. This generative model does not specialize since it is possible that different documents might be about different topics so we have less information and a larger uncertainty on the assignments of unique words and documents into a topic distribution without consideration. However, the mixture of multinomial model assumes each unique word in a document is clustered with one specific topic distribution so we have more information about words and documents within a topic in an article.

|  |  |
| --- | --- |
|  |  |

|  |  |
| --- | --- |
| s=zeros(10,K);  total = 0;  %Store 20 mixture components for each iteration  for i = 1:K  s(iter,i) = sk\_docs(i,1);  total = total + s(iter,i);  end  %Calculate mixing proportion for each iteration  s(iter,:)=s(iter,:)./total; | figure  hold on  title('Mixing proportions as 10 Gibbs iterations 0', 'FontSize', 15,'FontWeight', 'bold')  xlabel('Iterations', 'FontSize', 13);  ylabel('Mixing proportions', 'FontSize', 13);  for i=1:20  plot(s(:,i),'Color',[1-i/20 i/20 1]) %Plot 20 mixing proportions using RGB colors  end  hold off |

h) MCMC can converge to drawing samples from the correct stationary distribution in the limit of a large number of samples. It demonstrates that if we are given a prior Dirichlet-multinomial distribution, then we can recursively generate other samples based on the multinomial conditional distribution assuming aperiodicity and irreducibility, which means we can eventually get from any state to any other state. Then after a long iteration, the samples are from the stationary distribution. After the model has converged, samples from the conditional distributions are then used to summarize the posterior distribution of parameters of interest. From this point on it stays in this distribution and moved about sub-space forever.

According to the evolution of mixing proportions from part g, the Gibbs sampler converges to the stationary distribution since all 20 mixing proportions move around their saturated values after 10 iterations. After restarting with different random seed, the Gibbs sampler does not seem to explore the posterior distribution since there is still some tendency for some individual mixing proportion evolution although the majority of curves converge to the stationary distribution and does not move around its equilibrium shown in the right graph of g. Therefore, although the model has converged, the Gibbs sampler still needs extra iterations to summarize and explore the posterior distribution since samples from this mixture of multinomial model are highly dependent.

i) The evolutions of the topic posteriors versus the number of Gibbs sweeps up to 10 and 30 iterations are demonstrated in the graph below. The perplexity for the final state reached after 10 Gibbs sweeps is 1.895e+03, which is lower than the ones acquired from part e, f and g. This is because latent Dirichlet allocation considers common topics in documents and unique words, assuming that any document and unique word can potentially contain more than one topic. In addition, for each document, it has its own distribution of topic with which gives a latent description of the document in terms of its topic item so we have more information on words and documents over their respective topic distribution. In the mixture of multinomial model, some documents span more than one topic but these blurred topics have not been learnt. Therefore, the perplexity is smaller using LDA compared with the model of mixture of multinomial and simple model in e and f.

|  |  |
| --- | --- |
|  |  |

Finally, 10 Gibbs iterations are not enough after restarting with different random seed since the topic posterior tends to stabilize when iterations reach around 30. More adequate iterations mean the Markov chain will reach equilibrium with higher probability.

|  |  |
| --- | --- |
| topic=zeros(10,K);  total = 0;  %Compute topics and sum of topics  for i = 1:K  topic(iter,i) = sum(swk(:,i));  total = total + topic(iter,i);  end  %Topic posteriors for each iteration  topic(iter,:)=topic(iter,:)./total; | figure  hold on  title('Topic posteriors as 10 Gibbs iterations 0', 'FontSize', 15,'FontWeight', 'bold')  xlabel('Iterations', 'FontSize', 13);  ylabel('Topic posteriors', 'FontSize', 13);  for i=1:20  plot(topic(:,i),'Color',[1-i/20 i/20 1])%Plot 20 different topic posteriors together  end  hold off |

j) The word entropy for each topic as 10 and 30 Gibbs iterations are illustrated below. It tends to decrease from beginning then start to saturate and reach the equilibrium of stationary distribution given enough iteration of 30. Entropy is used to evaluate the correlation among the words of each topic, which represents the intra-topic quality. Entropy decreases from beginning since we try to find common topics in document. Moreover, although we have various topics, the deviations of reduction are different. We can conclude some topics have higher quality with larger reduction while others have relatively low intra-topic quality. The topics with higher intra-topic quality tends to concentrate on a small group of unique words

|  |  |
| --- | --- |
|  |  |

|  |  |
| --- | --- |
| word\_topic=zeros(10,K); % Word entropy in all documents for each topics  swk\_2=zeros(6906,K); % Unique word entropy in each mixing proportions  for i = 1:K %Iterating through  swk\_2(:,i) = swk(:,i)./sum(swk(:,i)); %Probability of each unique word  for j = 1:6906 %Through unique word topics iterations  if swk\_2(j,i)~=0 %Compute word entropy for topics in each iteration  word\_topic(iter,i) = word\_topic(iter,i) - swk\_2(j,i)\*log(swk\_2(j,i));  end  end  end | figure  hold on  for i=1:20  plot(word\_topic(:,i),'Color',[1-i/20 i/20 1])  %Plot the word entropy for 20 iterations  end  hold off |